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Figure 1. By using the sketcher package, you can convert a photo into a line drawing image. Drawing style (lineweight, texture 
smoothness, and the inclusion of shading) can be controlled. 

 Abstract— Line drawings have been useful stimuli for 
visual perception, cognition, and related fields, because 
edges play an important role in the visual system. 
Although there are many datasets of line drawing stimuli 
available for research, we often need a new set of stimuli 
for specific research purposes. Here I provide an R 
implementation of image processing effects where a photo 
is converted to a line drawing image. Drawing style, such 
as lineweight, texture smoothness, and the inclusion of 
shading can be controlled by adjusting the parameters of 
this algorithm. With this tool, line drawing stimuli can 
easily be created with just a few lines of script, and will be 
useful for various research applications. 
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Introduction 
 From the prehistoric cave art to charts and diagrams in 
scientific communication, line drawings are ubiquitous in 
the human culture. Although line drawings are not a 
feature of the natural world (Gibson, 1951), which lack 
many of the defining characteristics of objects (e.g., color, 
texture, shading), we nevertheless easily see shapes, 
surfaces, and spatial structures in line drawings. In fact, 
line drawings of visual scenes can be recognized as fast 
and accurately as photographs (Biederman and Ju, 1988). 
The depiction of objects and scenes in line drawings can 
be recognized by infants (Yonas and Arterberry, 1994), 
stone-age tribe members who have no pictorial art 
(Kennedy and Ross, 1975), a child without any experience 

in picture-name associations since birth (Hochberg, 1962), 
and even chimpanzees (Itakura, 1994; Tanaka, 2007). 
These observations suggest that the ability of humans to 
recognize line drawings is not a literacy acquired through 
culture and convention (Goodman, 1976), but reflects the 
fundamental nature of how the biological vision system 
evolved to represent the visual world (Cavanagh, 2005; 
Hertzmann, 2020; Sayim and Cavanagh, 2011). 
Consequently, in psychology and neuroscience, line 
drawing stimuli have been a useful tool for studying the 
mechanisms of visual perception and cognition 
(Biederman and Ju, 1988; Hayes, 1988; Morgan, Petro, 
and Muckli, 2019; Snodgrass and Vanderwart, 1980; 
Walther et al., 2011). 
 There are many datasets of line drawing stimuli 
available for research (Bonin, Peereman, Malardier, Méot, 
& Chalard, 2003; Brodeur, Dionne-Dostie, Montreuil1, & 
Lepage, 2010; Cycowicz, Friedman, Rothstein, & 
Snodgrass, 1997; de Beeck and Wagemans, 2001; 
Nishimoto, Miyawaki, Ueda, Une, & Takahashi, 2005; 
Rossion and Pourtois, 2004; Saryazdi, Bannon, Rodrigues, 
Klammer, & Chambers, 2018; Snodgrass and Vanderwart, 
1980). However, we often need a new set of stimuli for 
specific research purposes. In such cases, line drawing 
stimulus is usually created by turning a photo into a line 
drawing. This procedure can be performed by hand 
(tracing lines in a photo) or semi-automatically by using 
photo-editing softwares such as Photoshop and GIMP. The 
conversion process can be performed fully automatically 
by using image processing (computer vision) techniques. 
Image processing algorithms are typically implemented in 
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C, C++, or Python. Here, I provide an R implementation 
of photo-to-sketch image processing effects. I selected R 
language because many psychologists (including me) are 
familiar with R and therefore it is easy to use. 

Method 
 There are many standard methods to detect edges in 
an image, such as Prewitt filter, Sobel filter, and Canny 
edge detector (for a review, see Russ, 2011). More 
sophisticated (artistic or stylized) sketch generation 
algorithms have also been proposed by using difference-
of-Gaussians operator (Winnemöller, Kyprianidis, & 
Olsen, 2012) or deep neural networks (Yi, Liu, Lai, & 
Rosin, 2019). Standard edge detectors are suited for 
computer vision tasks, but the results of those detectors 
are usually look unnatural to the human eye. Elaborated 
edge detection and stylization algorithms have aesthetic 
appeal, but some distortions of edges and shapes can be 
introduced.  
 Here I employed a common procedure to achieve a 
pencil sketch effect, which can also be conducted easily 
by using photo editors such as Photoshop and GIMP (e.g., 
“Photo To Sketch”, 2012; “Portrait Photo”, 2012). This 
method is fairly simple but effectively produces a natural 
and aesthetically pleasing output that preserves original 
edge structure. The procedure is as follows: 1) Convert a 
photo to grayscale, and 2) apply a blur filter (Gaussian/
maximum), then 3) divide the grayscale image (from step 
1) by the blurred image (from step 2), which extracts 
edges in the original photo, and finally 4) adjust image 
contrast, if necessary. The choice of the blurring filter 
(Gaussian/maximum) affects the level of detail preserved 

in the output image (“Photo To Sketch”, 2012). In 
addition, the lineweight (strength of lines) within drawings 
can be altered by adjusting the kernel size of Gaussian/
maximum filter. 
 This procedure, however, is very sensitive to noise in 
the input image. Noise can be eliminated by pre-filtering 
the input image. The Gaussian filter and the median filter 
are commonly used for this purpose, but these filters can 
also degrade fine edges, which is problematic for 
producing sketch style images. Here I employed the 
guided filter proposed by He and colleagues (He, Sun, & 
Tang, 2013). This filter is a type of edge-preserving 
smoothing filter, which can serve as an effective pre-
processing operator for edge extraction. In addition, by 
iteratively applying the guided filter with increasing kernel 
size, texture and shading can be eliminated, while keeping 
edges (e.g., Boyadzhiev, Bala, Paris, & Adelson, 2015). 
Here I applied this technique to control the level of detail 
(texture/shading) in the output sketch image. In figure 2, I 
summarized the photo-to-sketch conversion procedure 
employed in this study. 

Results 
 Figure 3 shows how the choice of the blurring filter 
(Gaussian/maximum) affects the appearance of conversion 
results. While edges and textures are extracted in a similar 
manner by both procedures, shading is more prominent 
when the maximum filter is used. This is because smooth 
local gradients are emphasized by the use of maximum 
filter, while abrupt changes in gradient (edges) are  mostly 
extracted if blurring is performed with the Gaussian 
smoothing filter. 
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Figure 2. The procedure to photo-to-sketch conversion. 
(a) Input image is first converted to grayscale, and (b) edge-preserving smoothing filter is applied (iteratively, if required), 
and then (c1) Gaussian blur or (c2) maximum filter is applied to the smoothed image from step b, and then (d1) image b is 
divided by image c1 or (d2) image b is divided by image c2, and finally (e1, e2) contrast enhancement is applied. 



 Figure 4 shows the effects of the kernel size of blur  
filter (labeled as lineweight) and the number of times for 
pre-smoothing operation (labeled as smoothing) on the 
output sketch. If the lineweight value is L, then the kernel 
size of blur filter (Gaussian/maximum) is (2L + 1, 2L + 1). 
If smoothing value is zero, no pre-smoothing is applied. If 
smoothing value is K, then smoothing output Ik = fgf (Ik-1, 
2k + 1), where fgf (I, D) means applying the guided filter to 
image I with kernel size of D, and I0 = the input image. 
 The results in Figure 4 demonstrate that the kernel 

size of blur filter can be used to control the lineweight of 
the sketch. Increase in the kernel size also emphasizes 
shading, especially when the maximum filter was used 
(Figure 4, right). Applying the pre-smoothing operation 
significantly eliminates shading and fine textures (e.g., 
stitches of the hat). When smoothing parameter is small (1 
or 2), only particle noise and fine texture are eliminated. If 
it is large, shading is also eliminated (Figure 4). This 
feature may be useful for studying the effect of shading on 
object recognition (Johnston, Hill, & Carman, 1992; Liu, 
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Figure 3. The effect of blur filter choice on the sketch output. (a) Input image. (b) Gaussian filter. (c) maximum filter. 
Note that image b is the image at the center of Figure 4 (left), and image c is the center image of Figure 4 (right).

Figure 4. The effects of lineweight (kernel size of blur filter) and smoothing (the number of iteration of guided filter) on 
the resulting sketch. Images on the left were obtained with Gaussian filter, and images on the right were obtained with 
maximum filter. 



Collin, & Chaudhuri, 2000; Ramachandran, 1998; Rossion 
and Pourtois, 2004). 

R package 
 The package is available on CRAN. It can be installed 
with: install.packages("sketcher"). A detailed introduction 
and usage of the package is described on my GitHub page: 
https://github.com/tsuda16k/sketcher and my webpage: 
https://htsuda.net/sketcher 

Discussion 
 In this study I implemented the photo-to-sketch image 
processing effect in R. The various parameters of the 
current procedure (blur kernel type, blur kernel size, and 
pre-smoothing operation) may be adjusted to allow for a 
variety of sketch appearances (Figure 1). I found that 
visually pleasing result can be obtained for most input 
images (Figure 5 shows examples for images of objects 
and scenes). Such drawing stimuli may be useful for 
various research applications. 
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